
Mark Cannon
mark.cannon@eng.ox.ac.uk

C24: Dynamical Systems

Lecture 3: Invariant manifolds



2

Lecture 3 overview

• This lecture focuses on the topic of differential manifolds,
– smooth surfaces that locally behave like a Euclidean space

• We are interested in paths on these manifolds and how they
characterize the solutions of differential equations; that is,
we are interested in differential manifolds in phase space

• We will again touch on hyperbolic equilibria, and also consider 
the manifolds associated with nonhyperbolic equilibria

• The first important idea is a vector subspace – a concept that 
generalizes the ideas of, say, lines within planes; manifolds 
extend this idea by allowing space to be curved
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Differential manifolds

• A manifold 𝑀 is locally made up
of patches copied from ℝ!

• e.g. here 𝑀 is the surface of
a sphere and the patches
are planes

• The definition of a differential 
manifold involves how 
different coordinate systems
are placed on 𝑀, and how 
neighboring patches 
transform into each other

ℝ!

𝜙
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Linear systems: stable, unstable, & centre subspaces 

• Since there are 𝑛 eigenvalues in total, 𝑠 + 𝑢 + 𝑐 = 𝑛

• Coefficient matrix 𝐀 generally has three kinds of eigenvalues:

• Last lecture we studied the 𝑛-dimensional linear system

- a stable set, such that Re 𝜆 < 0: 𝜆"#, 𝜆$# ,…, 𝜆%#

- an unstable set, such that Re 𝜆 > 0: 𝜆"&, 𝜆$&,…, 𝜆'&

- a centre set, such that Re 𝜆 = 0: 𝜆"(, 𝜆$(,…, 𝜆)(

𝑑𝐰
𝑑𝑡

= 𝐀𝐰
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The eigenvector basis

• If all the eigenvalues of 𝐀 are real and distinct, its 𝑛 eigenvectors 
span phase space, so any vector in the space can be expressed 
as a weighted sum of the eigenvectors 𝐯𝑖

• If the eigenvalues are complex or 𝐀 is degenerate, we have
other ways of defining 𝐯𝑖, for example through normal forms 

and the linear system will be solved by

• In particular, given initial condition 𝐰(0), we can write
<latexit sha1_base64="Icf6P1ujdrf7RqaiTR1nNPkj83U=">AAADLXicbZJLbxMxEMed5VXCoy1IXLhYtEhFSNFuJEouSJG4cCwSaSvFUeT1ziZWbO/W9iaNrP0enDhy5YtwDRKi4srXwNlNSB+MtKv//GZsj2cc54IbG4Y/G8Gt23fu3tu633zw8NHj7Z3dJ8cmKzSDHstEpk9jakBwBT3LrYDTXAOVsYCTePJ+GT+ZgjY8U5/sPIeBpCPFU86o9Wi403UkTvGsPAhf4XeYDaPKn5bDCL/2bnvttr1LWJJZU3G15n6LvbAVVoZvimgl9rrP8i+fL351joa7jQVJMlZIUJYJakw/CnM7cFRbzgSUTVIYyCmb0BH0vVRUghm46qolfulJgtNM+09ZXNHLKxyVxsxl7DMltWNzPbaE/4v1C5t2Bo6rvLCgWH1QWghsM7zsG064BmbF3AvKNPe1YjammjLru9skCaRkOnVkavyG4NpSlv4mGhTMWCYlVYkjKZVczH0mLYQtHTHpWl+pMqfaTHjuoQE/TzWyY0csnNsZT3zxLmx13lzy67N9RSAdWf77VbDqjNOQlG6fxIUQYPfLwSo7Ts9dNcHz8h9Ja5JuyKgmow3Ja5JvyFlNzsrSP4To+thviuN2KzpsRR/9izhEtW2h5+gFOkAReou66AM6Qj3E0Ff0HS3Qj+BbsAgugt91atBYrXmKrljw5y/1HA3S</latexit>

w(0) = c1v1 + c2v2 + · · ·+ cnvn

<latexit sha1_base64="1H88/O5C9us0SPNdorVUt5YzeCo=">AAADWnicbZJdb9MwFIbdho+tA9YB4oYbiw1pCKlKKjF6gzSJGy6HRLdJTYkc56S1ajuZ7fRDVv4HV/wpxAVif4Q73KSl3caRHB0/72v7xMdxzpk2vv+r0fTu3X/wcGe3tffo8ZP99sHTc50VikKfZjxTlzHRwJmEvmGGw2WugIiYw0U8+bjUL6agNMvkF7PIYSjISLKUUWIcitrChnGKZ+WxeYM/YBoF1XxaRgF8tSF3GyUkCrAp8Vundtdqd0vt1mpIk8zoyibXNrllk84WtQ/9jl8FvpsEq+Tw9EX+/dv1795ZdND4GSYZLQRIQznRehD4uRlaogyjHMpWWGjICZ2QEQxcKokAPbTVvZT4tSMJTjPlhjS4otsrLBFaL0TsnIKYsb6tLeH/tEFh0t7QMpkXBiStD0oLjk2Gl5eME6aAGr5wCaGKuVoxHRNFqHGtaIUJpOF0asOpdhuC7QpRuj9RIGFGMyGITGyYEsH4wjlJwU1pQ52u8xtV5kTpCcsd1OCaL0dmbEMDczNjiSve+p3eu615fbarCFzjl99BJVY3YxUkpT0K44JzMEflcOWO07mtGjov/5G0JumGjGoy2pC8JvmGXNXkqlw+hOB22+8m591OcNIJPrsXcYLq2EEv0St0jAL0Hp2iT+gM9RFFP9CfRrPhNa+9prfr7dXWZmO15hm6Ed7zv0OzGvA=</latexit>

w(t) = c1v1e
�1t + c2v2e

�2t + · · ·+ cnvne
�nt
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Bases for the subspaces
• For linear systems phase space can generally be split into

three subspaces spanned by different sets of eigenvectors:

𝐯"# "$%
& : associated eigenvalues have negative real parts (stable)

𝐯'( '$%
) : associated eigenvalues have positive real parts (unstable)

𝐯*+ *$%
, : associated eigenvalues have null real parts (centre)

• Each vector, multiplied by the appropriate function of time 
determined by the normal form, creates a component of the 
solution, summarized as 𝐰"# 𝑡 , 𝐰'( 𝑡 , 𝐰*+ 𝑡 ",',*

• These three components are written 𝐰 𝑡 = 𝐰# 𝑡 + 𝐰( 𝑡 + 𝐰+ 𝑡

𝐰 𝑡 =(
"$%

&

𝑐"#𝐰"#(𝑡) +(
'$%

)

𝑐'(𝐰'((𝑡) +(
*$%

,

𝑐*+𝐰*+(𝑡)
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Effect of a change of coordinates
• Last lecture we considered changes of coordinates 𝐲 = 𝐊*"𝐱

• Let the transformation 𝐓 be made up columnwise of the sets of 
constant eigenvectors we just identified: 𝐯"#, 𝐯'(, 𝐯*+ ",',*

• Let 𝐳 = 𝐓*"𝐰 be the new coordinates: 𝐳 = 𝐓*"𝐰 =
𝐳#
𝐳&
𝐳(

• 𝐓 transforms the coefficient matrix 𝐀 into a block diagonal matrix 
whose diagonal entries are normal forms:

𝐓*"𝐀𝐓 =
𝐀# 0 0
0 𝐀& 0
0 0 𝐀(
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New equations of motion

• Change coordinates of the governing system:

• Since the transformed coordinates separate the eigenvectors 
associated with each subspace, this breaks the equations of 
motion into three decoupled systems:

𝑑𝐰
𝑑𝑡 = 𝐀𝐰 ⇒ 𝐓

𝑑𝐳
𝑑𝑡 = 𝐀𝐓𝐳 ⇒

𝑑𝐳
𝑑𝑡 = 𝐓*"𝐀𝐓𝐳 ⇒

𝑑𝐳
𝑑𝑡 =

𝐀# 0 0
0 𝐀& 0
0 0 𝐀(

𝐳

𝑑
𝑑𝑡

𝐳#
𝐳&
𝐳(

=
𝐀# 0 0
0 𝐀& 0
0 0 𝐀(

𝐳#
𝐳&
𝐳(

⇒

𝑑𝐳#
𝑑𝑡 = 𝐀#𝐳#
𝑑𝐳𝐔
𝑑𝑡 = 𝐀&𝐳&
𝑑𝐳(
𝑑𝑡

= 𝐀(𝐳(
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Consequences of the coordinate change

• By introducing normal forms and changing coordinates we have 
split the solutions of the original governing system into three 
distinct subspaces: ES, EU, and EC

• If a solution starts in one of these subspaces, its trajectory will 
stay there; it will not cross into one of the other subspaces

• Since they are separated in this way, the subspaces of the 𝑛-
dimensional first-order linear autonomous problem

are said to be invariant with respect to the flow 𝑒𝐀𝑡

𝑑𝐰
𝑑𝑡 = 𝐀𝐰



𝑑𝐱
𝑑𝑡 =

−3 0 0
0 3 −2
0 1 1

𝐱
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Example: decomposing into subspaces

Consider

• Eigenvalues: 𝜆 ∈ {−3, 2 ± 𝑗}

• Solution: 
stable and unstable spiral subspaces

𝐱(𝑡) =
𝑒*,- 0 0
0 𝑒$-(cos 𝑡 + sin 𝑡) −2𝑒$- sin 𝑡
0 𝑒$- sin 𝑡 𝑒$-(cos 𝑡 − sin 𝑡)

𝐱(0)

• Eigenvectors:

𝐯 ∈
1
0
0
,

0
1 + 𝑗
1

,
0

1 − 𝑗
1



Consider with 𝜆 < 0 and 𝛾 > 0
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Example: a degenerate subspace

• There is a repeated 
eigenvalue (𝜆)

• The top left 2x2 block is 
degenerate

• Here 𝐱3 is an unstable subspace
and 𝐱", 𝐱$ span a stable subspace

𝑑𝐱
𝑑𝑡

=
𝜆 1 0
0 𝜆 0
0 0 𝛾

𝐱



Consider
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Example: a centre subspace

• Here 𝐱3 is an unstable subspace;
and {𝐱1, 𝐱2} plane is a centre subspace

• Eigenvectors:

• Eigenvalues: 𝜆 ∈ {±𝑗, 2}
𝜆 ∈ {±𝑗, 2}

𝑑𝐱
𝑑𝑡 =

0 −1 0
1 0 0
0 0 2

𝐱

𝐯 ∈
1
𝑗
0
,
1
−𝑗
0

,
0
0
1
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Observations from the examples

• All points in the stable subspace flow along streamlines that 
end up at the origin

• All points in the unstable subspace flow away from the origin; 
if you go ‘upstream’ along the flow you end up at the origin

• No simple generalizations for
centre subspaces

– consider for example
𝑑𝐱
𝑑𝑡 =

0 1
0 0 𝐱

lim
-→/

𝐰# = 0

lim
-→*/

𝐰& = 0

𝑥"

𝑥$

0
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Hartman–Grobman theorem: introduction

<latexit sha1_base64="6HdZqKNIPmtsfu4wCEhCzYXxBp4=">AAAHbniclVVtb9MwEPYGpaO8bSDxBSEsNiSQoGon8SIkpCE+wCc0JPYiNQW5jtOaOU6InW7Fyg/lX/ATOJ/T0nQDiVS53J3P9/Lc2R3lShrb6/1cW790uXWlvXG1c+36jZu3NrduH5qsLLg44JnKiuMRM0JJLQ6stEoc54Vg6UiJo9HJO79+NBWFkZn+bGe5GKZsrGUiObOgyrbWUxKRERFkTCTRxAG1IKXw/QHfinRgvVhoKcgfSUZOgbNkQhhQCpIA6qUpchZ2MPQnSAxyRkrQUNRY4L03CVqNeyV6okTVOxja5kAzyExhXEOeLuJwsPA7BTnDrHQjRg6aAuz9l2OceU5ZnbOXNEZvRjRkBm+o01c9QJpgLRyQ8VEcopUAdwbYVKi18KXkTWM1Ad3jFesn6G8I1H+n8DuP7VGjwnGNYkDOAB1D/h5xBn59xRbztihLrMdCFRSkGfrJ6n0xouK9jJdQ8PEjpLZG02frGrj4OWCLflWIdFL7kOC7iRtdwnPepe/Yce9zhP5KtMvBT5gHSnZWkPoCEkOfO39Fq0M+11WsZv8B41uwgQzoHfK+niSUsYJQfwb6kPM3yMlgjQm8AquaYxTmkKPWLKqPcSpOF4j6GlmNP1uautABDisl9iH0o9m/SX2eYsBRw4o/exy9NbE12FexdM7+YB2mewLWYf69d4V+LuoAW0yIxy1E1ItaFNYb4v99Esw/OuNvCM+/rk9amJXgfT4zDKeyiUQ4lc/+ow4fOdwAF9xcXze3e90ePvQ806+ZbVI/+1+31lwUZ7xMhbZcMWMG/V5uh44VVnIlqk5UGpEzfsLGYgCsZqkwQ4e3cEUfgSamSVbAqy1F7fIOx1JjZukILFNmJ2Z1zSsvWhuUNnk1dFLnpRWah0BJqajNqL/SaSwLwa2aAcN4ISFXyiesYNzCxd+JYpFE06mLpgYcCrebphVUUggtTnmWpkzHLkpYKtUMLFmpbOUik8z5RpY5K8yJzKvgFEKJ1EWeDiIrziyW7AoRV24nGpVKCbtTDcHaCPhj0mM7cWh3KmMo1fW6r54vydCu/mpzzjOHu93+i27/0+723ou6cRvkHnkI122fvCR7cPz3yQHhrbetcStvfb/yq323fb/9IJiur9V77pDG0378G7B6tJ0=</latexit>

• Now that we have trained our intuition with linear problems, we
can extend our perspective to the nonlinear system

dx

dt
= f(x)

• We can gain insight about stability by considering the
linearization of this system near an equilibrium point x⇤

• The Hartman–Grobman theorem justifies the process of draw-
ing qualitative conclusions about how dynamical systems behave
near to hyperbolic equilibria by examining local linearizations

• Note: nothing is said about non-hyperbolic equilibria
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Local theory for nonlinear systems
<latexit sha1_base64="jki3z3W9t+WwFxoXSwt0B81pe9w=">AAAEYHicbVJbb9MwFM66AiNctsEbvByxIm1CqtpOjAkJaRJI8IDEkHZDdTc5zklr1bGD7bQrXv4hf4BXfglOmo7dLCX6js/F3znfiTLBje10/iw1lpv37j9YeRg+evzk6era+rMjo3LN8JApofRJRA0KLvHQcivwJNNI00jgcTT+WPqPJ6gNV/LAzjIcpHQoecIZtf7qbH3pN4lwyKXjFlP+C4uQ6BJC+JlPUIIdIUgly/JUA82tkipVuQEzMz4sJP2QJJoyF4MjUQLnReFiW8CHuZkUm/X1VkgG4WXxr1U9/x7QSOUWqAT8mXPBI83zFDLFpYVWnXpKqLEtiGZg0Fouh5eexTN1DLyZm9Oi9f4Ws+kls083qFW5W4soX+TbJrmoLXJx2rtKPTzwAxEL9nE9BshGXgMwGWUI3A/HS2fB96BgG0weVQ5TdkCBKaVjLqlFsJpKkyidVmJAqWMMHiAfopwgs0obUAm07mbsmwwJyvi/dmdrG512pzpwG3RrsBHUZ9/r70isWJ6itExQY/rdTmYHjmrLmSi3ITfoyY/pEPseSpqiGbhq7wp4nZeEfQP+83pVt1czHE2NmaWRj/QtjsxNX3l5l6+f22R34LjMcouSzR9KcgF+nuUSQ8y1n46YeUCZ14UzYCPqxbZ+1UMSY0ImE0cm1dxdL02Lcq9R4pSpNKV+ZCShKRczH0lzYQtHTLLA11hmVJsxz4p50WoFHCn/fWLx3FYtO41x4VokyoVA2yoGPtpvqkA5tCNXxU157Ft1nfbu2yu2l6t7U5zb4KjX7u60u997G3s7tXArwcvgVbAZdIN3wV7wJdgPDgPW2G78aEQNtvy3udJcba7PQxtLdc7z4NppvvgHKpNyHA==</latexit>

• Given the nonlinear autonomous system

dx

dt
= f(x)

• Linearize about an equilibrium point x⇤ by setting x = x⇤ +w:

dw

dt
= Df(x⇤)w +O(kwk2)

• The linearized system phase space is split into 3 subspaces by a
coordinate transformation based on eigenvectors of Df(x⇤):

<latexit sha1_base64="l0GRX7Mh6fUjKDaQI8471ClIfl8=">AAADcHicfVLbbtNAELUbLsXcWnhB4oGFBlEQREklSh+LKiQeC2raStmoWq/HySq7a7M7ThtW/lAe+Am+gHGSot7EPB3PzM45c8ZpqZXHbvdXvNK6dfvO3dV7yf0HDx89Xlt/cuiLyknoy0IX7jgVHrSy0EeFGo5LB8KkGo7SyV5TP5qC86qwBzgrYWjEyKpcSYGUOln7zVMYKRsUglE/oU54gwYc4Qzn04ODrA4f6mHyRcgxawee5uxz3WbKM8H8j0o4YMSomRHo1FnCebLpUZCA96yy56hwTIJFB28TPp3+h+VgDEuS73X7DXHQ+ClIpAF5ZWWj2jccOBbIiN2iymcM6RU4V7iEg83+bXOyttHtdOfBroPeEmxEy9g/WY8DzwpZGdIqtfB+0OuWOAzCoZK6safyUAo5ESMYELTCgB+G+Q41e02ZjOWN1MIim2cvvgjCeD8zKXWSWWN/tdYkb6oNKsx3hkHZskKwckGUV5phwZqjskw5skjPCAjpFGllciyckEinT3gGOZke+NTTQAhbxtS0iQMLp7IwRpBjPBdG6Rl1ikpjHbjPz/EllaVwfqLKejHUNUaHm4/Z5mmlNWC7HlK3B/o17QjHYd53qjJaNXQ7Ox8vfNO5elePcx0cbnV6253et62N3e3l4Vaj59GraDPqRZ+i3ehrtB/1IxnvxSp2sV/503rWetF6uWhdiZdvnkaXovXuLxgjIAs=</latexit>

- Each A is a square real matrix
(stable, unstable, or centre)

- The R’s are vector functions
that quantify the error

<latexit sha1_base64="cRCOzk019vvyGeyWeIG63pyuhno=">AAAD43icjVNLbxMxEPZ2eZTwaAtHLhYpqAgp2q2g9IJUlAs3ymPbSnEUeb2ziRXbu7K9KcHaX8ANceVv8F+QuNLfUeeBlLSh6ki2vp35xt+Mx5uWghsbRb+DtfDGzVu31+807t67/2Bjc+vhkSkqzSBhhSj0SUoNCK4gsdwKOCk1UJkKOE6H7Un8eATa8EJ9tuMSupL2Fc85o9a7elvBe5JrylyGHUlz/LXuOSKpHWjpPtV17TJb42dvZsG3y8FVCfjFjPpx2b0z5z5vENL4r2BylWCyQjBZLZhcV7B9lWD7+h22FwR7m82oFU0NXwbxHDTR3A79CBzJClZJUJYJakwnjkrbdVRbzgTUDVIZKCkb0j50PFRUgum66ehr/NR7MpwX2i9l8dS7mOGoNGYsU8+cFGsuxibOVbFOZfP9ruOqrCwoNhPKK4FtgSfvCGdcA7Ni7AFlmvtaMRtQf9HWv7YGySAno5EjI+MPBLcrZe070aDglBVSUpU5klPJxdgzaSWsv2yT/8NLVZZUmyEv69mhXgqkI5O9Qyx8sdOWnYasdtskrYQAu113PduA/xtU3w7clHfKM9+qi1r7rxa+/bjii8O5DI52W/FeK/7wsnmwNx/cOnqMnqAdFKPX6AC9Q4coQSz4FfwJ/gZnIYTfwu/hjxl1LZjnPEJLFv48B8f/UTo=</latexit>

dzS
dt

= ASzS +RS(z)

dzU
dt

= AUzU +RU(z)

dzC
dt

= ACzS +RC(z)
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The Hartman–Grobman theorem

Theorem: For each hyperbolic equilibrium point, there exists a 
bi-continuous function 𝐻 (a mapping that is continuous and 
whose inverse is also continuous) between an open set 
containing the equilibrium point and an open set containing the 
origin of the linearized model, such that the trajectories are 
mapped exactly and the parameterization of time is preserved

• Near the origin, the stable linear subspace is mapped to a stable 
manifold in the region surrounding the equilibrium point

• Near the origin, the unstable linear subspace is mapped to an 
unstable manifold in the region around the equilibrium point

• Nothing is said about centre subspaces
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Illustration

unstable manifold 
(curve)

stable manifold 
(surface)

stable 
subspace 
(plane)

unstable subspace 
(line)

map 𝐻

inverse 
map 𝐻6%



Consider the autonomous nonlinear system:
𝑑𝑥"
𝑑𝑡

= −𝑥"

𝑑𝑥$
𝑑𝑡

= 𝑥$ + 𝑥"$
𝐰(
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Example of Hartman–Grobman

-2 -1 0 1 2

-2

-1

0

1

2

-2 -1 0 1 2

-2

-1

0

1

2

x1

x2 z2

z1

𝐻

𝐻6%

𝐰# E&

E#
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Non-hyperbolic equilibria

• We cannot say very much about non-linear equilibria whose 
linearized models are centres

• We can now ask: does the radius grow, shrink, or stay constant?

• There are some tricks available… 
e.g. a 2D system can be transformed into polar coordinates:

𝑥̇" = 𝑓" 𝑥", 𝑥$
𝑥̇$ = 𝑓$ 𝑥", 𝑥$

Let 𝑥" = 𝑟 cos 𝜃 and 𝑥$ = 𝑟 sin 𝜃, then

𝑟̇ =
𝑥"𝑥̇" + 𝑥$𝑥̇$

𝑟
, 𝜃̇ =

𝑥"𝑥̇$ − 𝑥$𝑥̇"
𝑟$



20

Polar transformation example

• This has a nonlinear centre at the origin since 𝑟 = constant

Consider the system

𝑥̇ = −𝑦 − 𝑥𝑦

𝑦̇ = 𝑥 + 𝑥$

• A move into polar coordinates shows that

𝑟̇ =
𝑥𝑥̇ + 𝑦𝑦̇

𝑟 =
−𝑥 𝑦 + 𝑥𝑦 + 𝑦 𝑥 + 𝑥$

𝑟 = 0

𝜃̇ =
𝑥𝑦̇ − 𝑦𝑥̇
𝑟$ =

𝑥 𝑥 + 𝑥$ + 𝑦 𝑦 + 𝑥𝑦
𝑟$ =

(1 + 𝑥)(𝑥$ + 𝑦$)
𝑟$ = 1 + 𝑥
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Polar transformation example

𝑟̇ = 0

𝜃̇ = 1 + 𝑥
Polar coordinates:

Phase portrait:
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Symmetric systems

• Another idea that can be used to understand non-hyperbolic 
equilibrium points is symmetry

• A 2D nonlinear system with state (𝑥, 𝑦) is symmetric with respect to 
the 𝑥-axis if it is invariant under the transformation

(𝑡, 𝑦) → (−𝑡, −𝑦)

• If: the system is symmetric with respect to either 𝑥 or 𝑦, 

and: the origin is an equilibrium point

then: centres map to centres between the nonlinear system 
and its linear approximation
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Symmetry example

Consider the system

𝑥̇ = 𝑦 − 𝑦, = 𝑓 𝑥, 𝑦

𝑦̇ = −𝑥 − 𝑦$ = 𝑔 𝑥, 𝑦

• The equilibrium point at the origin has Jacobian 0 1
−1 0

and is therefore a linear centre 

• But ⇒ 𝑥 𝑡 , 𝑦 𝑡 = 𝑥 −𝑡 ,−𝑦 −𝑡

𝑑𝑥
𝑑 −𝑡

= 𝑓 𝑥,−𝑦

𝑑 −𝑦
𝑑 −𝑡

= 𝑔 𝑥,−𝑦

• Functions 𝑓 and 𝑔 satisfy: 𝑓 𝑥,−𝑦 = −𝑓 𝑥, 𝑦
𝑔 𝑥,−𝑦 = 𝑔 𝑥, 𝑦

so the nonlinear system also has a centre at the origin
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Symmetry example

𝑥̇ = 𝑦 − 𝑦, = 𝑓 𝑥, 𝑦

𝑦̇ = −𝑥 − 𝑦$ = 𝑔 𝑥, 𝑦
⇒ 𝑥 𝑡 , 𝑦 𝑡 = 𝑥 −𝑡 ,−𝑦 −𝑡

Nonlinear centre at (0,0) Linearised system
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Conservative systems

• If 𝐱 = 𝐱∗ is an isolated equilibrium point and there is a potential 
function 𝑉(𝐱) that has a local minimum or maximum at 𝐱∗, then 
there is a region around that point that contains a closed orbit

• The potential function 𝑉(𝐱) has the property that it does not 
change along the solution trajectories

• If there exists a nonconstant function 𝑉(𝐱) such that 𝑑𝑉/𝑑𝑡 = 0
along solutions of the nonlinear differential equation 𝐱̇ = 𝐟(𝐱), 
the equations are called conservative
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Conservative example

Consider the system
𝑥̇ = 𝑣
𝑣̇ = 𝑓 𝑥

• Thus potential energy + kinetic energy is constant

• Multiply the second equation by the first to form −𝑓 𝑥 𝑥̇ + 𝑣𝑣̇ = 0

• Such systems are called Newtonian dynamical systems 

• Integrate to get − [
1!

1

𝑓 𝑠 𝑑𝑠 +
𝑣$

2 = constant
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A more general approach

• Any system of the form

𝑑𝑥
𝑑𝑡

= 𝑓 𝑥 𝑔" 𝑦

𝑑𝑦
𝑑𝑡

= 𝑓 𝑦 𝑔$ 𝑥

• This can be integrated to obtain the potential function 𝑉(𝑥, 𝑦)

• We can rearrange to

𝑔$ 𝑥
𝑓 𝑥

𝑑𝑥
𝑑𝑡
−
𝑔" 𝑦
𝑓 𝑦

𝑑𝑦
𝑑𝑡

= 0 =
𝑑𝑉
𝑑𝑡
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Final conservative example

• There are equilibrium points at (0,0) and (1,1)

• Jacobian at 0,0 : 1 0
0 −1 Hartman–Grobman says this is 

a nonlinear saddle point 

• Jacobian at (1,1): 0 −1
1 0 is this a nonlinear centre?

• 1*"
1
𝑥̇ − "*2

2
𝑦̇ = 0 ⇒ 𝑥 − ln 𝑥 + 𝑦 − ln 𝑦 = 𝑉 𝑥, 𝑦 = constant

• At (1,1): 𝜕𝑉/𝜕𝑥 = 𝜕𝑉/𝜕𝑦 = 0 and 𝜕$𝑉/𝜕𝑥𝜕𝑦 has eigenvalues > 0
⇒ this is a minimum point of 𝑉(𝑥, 𝑦)
⇒ 1,1 is a nonlinear centre

Consider the system 𝑥̇ = 𝑥 − 𝑥𝑦 = 𝑥 1 − 𝑦
𝑦̇ = −𝑦 + 𝑥𝑦 = 𝑦 𝑥 − 1
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Final conservative example

𝑥̇ = 𝑥 − 𝑥𝑦 = 𝑥 1 − 𝑦
𝑦̇ = −𝑦 + 𝑥𝑦 = 𝑦 𝑥 − 1

Centre

Saddle
point


